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Abstract

Language is a tool that people use to communicate. Indonesia has Indonesian
as the national language. Indonesia itself has a lot of regions and regional
languages that accompany it, one of which is the Ketapang Malay language
commonly used by the people of Ketapang Regency. Ketapang Malay
language is almost extinct so it requires technological development as a tool
to maintain its preservation. One of the technologies that can help preserve
local languages is by making a translation machine. In various studies that
have been conducted by researchers in Indonesia, the application of machine
translation for local languages is still based on statistics (SMT), while in
recent years neural network machine translation (NMT) has become a new
method in the practice of machine translation. The Neural Machine
Translation used in this research utilizes the attention mechanism and
transformer architecture by using a parallel corpus of Indonesian and
Ketapang Malay as many as 5000 lines of sentences. This study aims to
determine the results of the translation accuracy value on Neural Machine
Translation using the same parallel corpus as previous research, namely
research conducted by Dinar (2020) using a statistical translation machine.
The results of automatic testing for the statistical network translation engine
by BLEU with a corpus that has been optimized by Dinar (2020) obtained an
increase of 4% compared to the corpus that has not been optimized. As for
Neural Machine Translation, an increase of 8.15% was obtained.
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Abstrak

Bahasa merupakan alat yang digunakan masyarakat untuk berkomunikasi.
Indonesia memiliki bahasa Indonesia sebagai bahasa nasional. Indonesia
sendiri memiliki banyak sekali daerah serta bahasa daerah yang menyertainya,
salah satunya adalah bahasa Melayu Ketapang yang biasa digunakan oleh
masyarakat Kabupaten Ketapang. Bahasa Melayu Ketapang terbilang sudah
hampir punah sehingga membutuhkan perkembangan teknologi sebagai alat
untuk menjaga kelestariannya. Salah satu teknologi yang bisa membantu
melestarikan bahasa daerah adalah dengan membuat suatu mesin penerjemah.
Pada berbagai penelitian yang telah dilakukan oleh peneliti di Indonesia,
penerapan mesin penerjemah untuk bahasa daerah yang dilakukan masih
berbasis statistik (SMT), sedangkan dalam beberapa tahun terakhir mesin
penerjemah jaringan saraf (NMT) telah menjadi metode baru dalam praktik
mesin penerjemah. Neural Machine Translation yang digunakan pada
penelitian ini memggunakan mekanisme attention dan arsitektur transformer
dengan menggunakan korpus paralel bahasa Indonesia dan bahasa Melayu
Ketapang sebanyak 5000 baris kalimat. Penelitian ini bertujuan untuk
mengetahui hasil nilai akurasi terjemahan pada Neural Machine Translation
dengan menggunakan korpus paralel yang sama dengan penelitian
sebelumnya, yaitu penelitian yang dilakukan oleh Dinar (2020) menggunakan
mesin penerjemah statistik. Hasil pengujian otomatis untuk mesin penerjemah
jaringan statistik oleh BLEU dengan korpus yang telah dilakukan optimisasi
oleh Dinar (2020) memperoleh peningkatan sebesar 4% dibanding dengan
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. & . korpus, yanng belum dioptimisasi. Sedangkan untuk Neural Machine
* . ¢ Translation, memperoleh peningkatan sebesar 8,15%
b < 4
PENDAHULUAN

Bahasa merupakan alat komunikasi untuk menyampaikan pikiran dan perasaan antar
umat manusia. Menurut Kridalaksana dan Djoko Kentjono (2014) Bahasa adalah sistem
lambang bunyi yang arbitrer yang digunakan oleh para anggota kelompok sosial untuk bekerja
sama, berkomunikasi, dan mengidentifikasi diri. Bahasa digunakan oleh umat manusia untuk
saling berkomunikasi di kehidupan sehari-hari. Menurut catatan Grimes (2000) bahasa yang
ada didunia sebanyak 6.809 bahasa. Sedangkan di Indonesia memiliki 718 bahasa ibu menurut
Kemendikbud (2020). Salah satu Bahasa ibu di Kalimantan Barat ialah Bahasa Melayu
Ketapang.

Bahasa Melayu Ketapang merupakan Bahasa yang mayoritas digunakan di Kabupaten
Ketapang. Bahasa Melayu Ketapang memiliki perbedaan dalam pengucapan, kosakata dan
bentuk katanya. Akan tetapi saat ini Bahasa Melayu Ketapang mulai mengalami kepunahan
(Sulissusiawan, 1998) karena masyarakat semakin jarang berkomunikasi menggunakan Bahasa
ini. Pada saat ini banyak hal yang bisa dilakukan untuk melestarikan sebuah bahasa, dengan
perkembangan teknologi pada saat ini, menciptakan sebuah mesin penerjemah berbasis Bahasa
Melayu Ketapang bukanlah hal yang mustahil. Sudah banyak peneliti yang mengembangkan
sebuah mesin penerjemah yang menggunakan Bahasa daerah yang dikuasai oleh peneliti itu
sendiri. Salah satunya adalah Neural Machine Translation yang sedang populer belakangan ini
semenjak Google pada tahun 2016 memutuskan untuk mengganti jenis mesin
penerjemahannya dari mesin penerjemah statistik ke Neural Machine Translation (Turovsky,
2016).

Mesin penerjemah memiliki banyak jenis, salah satunya adalah Statistical machine
translation atau dikenal dangan SMT adalah sebuah machine translation yang menggunakan
pendekatan statistik. Pendekatan statistik yang digunakan adalah konsep probabilitas. Setiap
pasangan kalimat (S,T) akan diberikan sebuah P(T|S) yang diinterpretasikan sebagai distribusi
probabilitas dimana sebuah penerjemah akan menghasilkan T dalam bahasa sasaran ketika
diberikan S dalam bahasa sumber(Tanuwijaya, 2009). Mesin Penerjemah Statistik (Statistical
Machine Translation) merupakan sebuah pendekatan mesin penerjemah dengan hasil
terjemahan yang dihasilkan atas dasar model statistik yang parameter-parameternya diambil
dari hasil analisis korpus paralel.

Tidak hanya SMT, mesin penerjemah juga ada yang lainnya yaitu mesin penerjemah
jaringan saraf (Neural Machine Translation) adalah sebuah pendekatan terjemahan mesin yang
menggunakan jaringan saraf tiruan besar untuk memprediksi dan menghasilkan terjemahan
bahasa. Neural merujuk pada cara kerja komputer yang terinspirasi dari cara kerja otak
manusia, menggunakan neuron yang saling terhubung untuk saling mengirimkan informasi dan
mempelajari pola data melalui jaringan saraf tiruan yang saling terhubung. Mesin penerjemah
jaringan saraf tiruan (NMT) dibangun dari framework model sequence to sequence yang
memiliki hal utama adalah dua jaringan saraf tiruan dengan arsitektur encoder dan decoder
yang membaca kata sumber satu persatu untuk mendapatkan representasi vektor dari dimensi
tetap (encoder), kemudian meng-kondisikan input dan mengekstrak kata target satu per satu
(decoder)(Gunawan, 2021). Mesin penerjemah jaringan saraf atau neural machine translation
memiliki beberapa arsitektur, salah satu arsitektur yang memiliki tingkat akurasi lebih baik dan
akan digunakan pada penelitian ini adalah arsitektur transformer.

Pada mesin penerjemah sendiri terdapat komponen penting, yaitu salah satunya adglah
korpus. Korpus adalah kumpulan teks alami, baik bahasa lisan maupun bahasa tulis; yang »

disusun secara sistematis. Dikatakan alami karena teks yang dikumpulkan merupakz},n \ie\ks\‘ % \

b
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.. yang alproduka dan digunakan secara wajar dan tidak dibuat-buat (Hunston, 2002). Pengaruh
*_ « ¢ korpus pada mesin terjemahan sangat bergantung dari kuantitas dan kualitas korpus. Semakin
baik kudlitas korpus dan semakin banyak kuantitas korpus maka akan meningkatkan kualitas
mesin penerjemahan.

Metode yang akan digunakan pada penelitian ini adalah metode optimasi korpus.
Dimana metode ini sudah memiliki berbagai cara yang telah dikembangkan oleh peneliti
sebelumnya di antaranya adalah penelitian dengan penggunaan Strategi Memperbaiki Kualitas
Korpus Untuk Meningkatkan Kualitas Mesin Penerjemah Statistik dengan strategi yang
digunakan pada penelitian ini, kualitas terjemahan sistem MPS dapat ditingkatkan sebesar
7.84% dengan mengeliminasi sebanyak kurang lebih 17% kalimat oleh Bijaksana dan Sujaini
(2014), Optimasi korpus memfilter kalimat korpus dapat meningkatkan akurasi mesin
penerjemah bahasa daerah yang dilakukan oleh Sujaini (2018), dan memperbaiki kualitas
korpus dengan mengeliminasi kalimat-kalimat tidak berkualitas dapat meningkatkan akurasi
mesin penerjemah bahasa Indonesia-Jawa Krama yang dilakukan oleh Dio (2018).

Salah satu penelitian yang dilakukan oleh Siti Tirta Dinar (2020) yang membahas
penggunaan mesin penerjemah statistik dengan metode optimasi korpus dengan hasil rata-rata
nilai BLEU (Billingual Evaluation Understudy) sebesar 63,70% yang dimana sebelum di
optimasi nilai rata-ratanya hanya mencapai 61,25%. Oleh karena itu pada penelitian ini akan
diuji coba dengan meng-implemestansikan data dan metode yang sama yaitu metode optimasi
korpus untuk melihat nilai akurasi pada Neural Machine Translation dengan meningkatkan
kualitas korpus, dimana metode optimasi korpus yang dilakukan dengan cara memfilter
kalimat-kalimat yang tidak berkualitas pada korpus dan memperbaiki korpus yang tidak
berkualitas dengan studi kasus bahasa Indonesia ke bahasa Melayu Ketapang.
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). METQDOLOGI PENELITIAN
« * Metode Penelitian
v “Metode pada penelitian ini memiliki 8 tahapan yang dimulai dari proses pengumpulan
data hingga proses penarikan kesimpulan. Berikut ini adalah diagram dan rincian proses yang
akan dilakukan selama penelitian.

4 Ty 4 Ty
Pembangunan mesin
Pengumpulan data penerjemah jaringan
saraf
. A . A
4 ¢ Ty 4 ¢ Ty

Pengujian mesin

PETSEQEHE”F;UETF'UE penerjemah jaringan
sp saraf
. ¢ - - ¢ -
- N " y
Analisis penelitian
F'E”?:kﬂszrr‘;;rp“ 5 hasil penerjemah
5P jaringan saraf
. ¢ - - ¢ -
- N " y
- Penarikan
Preprocessing kesimpulan
\ A - -

Gambar 2. 1 Diagram Alir Metodologi Penelitian

Terlihat pada Gambar 2.1 dimana gambar tersebut mengilustrasikan tahapan-tahapan
yang akan dilakukan pada penelitian ini.
Pengumpulan data

Proses pengumpulan data merupakan proses mencari dan mengumpulkan data-data
yang akan digunakan untuk penelitian. Pencarian diliputi dengan mencari seorang narasumber
yaitu ahli bahasa untuk menjadi penilai hasil terjemahan dari mesin penerjemah. Setelah
mendapatkan seorang narasumber dalam penelitian ini maka selanjutnya yang dilakukan
adalah mencari korpus penelitian yang telah dilakukan dan dikumpulkan sebelumnya oleh Siti
Tirta Dinar (2020). Korpus yang telah disusun didapatkan dari buku novel terjemahan Harry
Potter and the Order of Phoenix, buku novel Laskar Pelangi dan hasil penelitian Rahayu (2016)
menggunakan buku Chairul Tanjung Si Anak Singkong. Data yang diperoleh tersebut
selanjutnya diolah menjadi korpus teks paralel bahasa Indonesia dan bahasa Melayu Ketapang.
Jumlah korpus paralel yaitu 5000 pasang kalimat.
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" HASL DAN ANALISIS
Hasil Penelitian
‘ "Hasil dari penelitian yang dilakukan pada bab sebelumnya dapat dilihat di sini.
Pembuatan korpus teks paralel, pembuatan Neural Machine Translation tiruan, penggunaan
Neural Machine Translation tiruan, dan pengujian atau penilaian hasil penerjemahan mesin
translasi adalah beberapa hasil dari penelitian ini.
Hasil Pembuatan Korpus Teks Paralel
Berdasarkan hasil pengumpulan data sebelumnya, analisis data dibuat dengan
menyesuaikan data untuk memenuhi kebutuhan penelitian. Hasil analisis terdiri dari dokumen
korpus dari penelitian Dinar (2020) dengan buku novel terjemahan Harry Potter and the Order
of Phoenix, buku Laskar Pelangi, dan penelitian Rahayu (2016) dengan buku Chairul Tanjung
Si Anak Singkong yang berbahasa Indonesia dan diterjemahkan ke dalam bahasa Inggris. Data
tersebut disusun menjadi korpus paralel yang masing-masing memiliki 5000 kalimat.
Membangun Neural Machine Translation
Memanfaatkan layanan produk Google, pembuatan Neural Machine Translation
dapat dilakukan secara online. Perangkat lunak yang diperlukan untuk pekerjaan ini adalah
intertext, yang berfungsi sebagai editor teks alignment kalimat korpus dan telah disiapkan
untuk proses pelatihan di masa mendatang. Berikut ini adalah daftar produk layanan Google
yang akan digunakan untuk membantu membangun Neural Machine Translation:
1. Browser Chrome untuk mengakses layanan produk google
2. Google Drive untuk penyimpanan online data korpus
3. Google Collaboratory untuk menjalankan program
4. Framework TensorFlow untuk mengimplementasi model neural network.
Implementasi Neural Machine Translation
Untuk mengimplementasikan Neural Machine Translation tiruan berdasarkan hal
yang telah disiapkan sebelumnya yaitu dengan cara online. Beberapa tahapan yang akan
dilewati yaitu mempersiapkan korpus dengan intertext, menyimpan korpus pada google drive,
mengakses program NMT pada tensorflow, menjalankan program NMT dengan google
colaboratory. Berikut tahapan yang dilakukan.
Mempersiapkan Korpus dengan Intertext
Pada tahap ini masing-masing korpus paralel berjumlah 5000 kalimat bahasa
Indonesia dan bahasa Melayu Ketapang akan di cek keselarasan kalimatnya. Data yang telah
dipersiapkan akan disimpan dengan format yang sama yaitu format .txt atau teks dokumen,
kemudian di cek menggunakan aplikasi Intertext. Aplikasi Intertext membantu mengecek
alignment secara otomatis sehingga tidak perlu melakukan penyelarasan secara manual
dikarenakan akan meghabiskan lebih banyak waktu.

I Automatic ali... ? X

; Align automatically using: )

Aligner:  Hunalign ~ i
| Profile: default v i
| positions: {
{ from 1

to 5000 |

(] keep aligner log open

Gambar 3. 1 Tampilan awal aplikasi Intertext
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.. . « , Pada Gambar 3.1 merupakan tampilan awal sebelum pengecekan otomatis. Dapat
¢ ¢ gilihak pada gambar, dapat ditentukan jumlah baris yang akan dicek. Berdasarkan data yang
tela‘n disediakan maka baris yang akan di cek berjumlah 5000 baris kalimat. Setelah itu tekan
tombol Ol§ data tersebut akan diproses.

<

ITT Automatic aligner ? X

2300 2400 2500 2600 2700 2800 2900 3000 3100 3200
3300 3400 3500 3600 3700 3800 3900 4000 4100 4200
4300 4400 4500 4600 4700 4800 4900 5000 Matrix built.
Trail found.

Detail realign ready.

Global quality of unfiltered align after realign 2.46508
quasiglobal_spaceOutBySentenceLength is set to 1

Trail spaced out by sentence length.

Global quality of unfiltered align after realign 2.46508
Quality 2.46508

Clase
Gambar 3. 2 Proses penyelarasan oleh aplikasi Intertext

Dapat dilihat pada Gambar 3.2 proses penyelarasan hanya butuh beberapa detik saja
sehingga akan lebih efektif dan efisien dibandingkan dengan pengecekan manual satu-persatu.

I id-mi_sbim - InterText = (m] X
Alignment  Edit Search Options Help
— S ARG ST Y - O dWw b 4 €O B
M 1d sbim ml sblm S ]

« Saudara-saudaraku, pimpinan dan  « Saudare-saudareku. pimpenan dan ~ ®
1 seluruh karvawan perusahaan di seluroh karvawan perusahaan tang

bawah naungan ct corp yang saya bawah naungan ct corp yang saye

cintal dan banggakan. cintai dan banggeek.

L]

» Buku yang anda pegang i adalalh  » Buku vang kau pegang min adalah
sebuah catatan sejarah yang berisi sebutik catatan sejarah yang berisik
perjalanan hidup sava. penjalanan idop save.

L%

» Melalui buku ini, saya ingin berbagi » Melaluek buku nin, saye ingin bebagi
kisah dan cerita dengan anda semua  kisah dan cente dengan kau semue
tentang hiku-liku, pengalaman, serta  tentang hku-liku, pengalaman, serte

3 makna dan nilai-nilai kehidupan yang makne dan nilai-nilai keidopan yang
sava pegang mulai dari kecil sampa1  saye pegang mulai dan kecik sampe
hart i menjadi pemimpin anda hari nin menjadi pemiumpen kau

semua, semue.
» Dengan memahami sejarah hidup » Dengan memahami sejarah idop saye
saya ini. saya percaya anda akan nin saye percaye kau akan menjadi

memyadi bagian yang tidak terpisahkan bagian vang endak terpisahek dan

dari mimpi seorang chairul tanjung.  mimpi seorang chairl tanjung.

» Man kita melangkah dan bekerja » Man kite melangkah dan bekenje o

bersama membesarkan seluruh same membesakek seluroh >
Gambar 3. 3 Hasil penyelarasan otomatis oleh aplikasi Intertext -
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Berikut Gambar 3.3 Yang menunjukkan hasil dari proses penyelarasan secara
otomatls menggunakan Intertext. Setelah itu data korpus yang telah diselaraskan akan disimpan
ulang dengan menggunakan nama yang berbeda dari sebelumnya.

Korpus yang telah didapatkan akan dibagi secara manual untuk pengujian otomatis oleh
BLEU. Korpus akan dibagi berdasarkan fold untuk pengujian K-fold cross validation, oleh
karena itu korpus akan dibagi menjadi 10 fold untuk penerjemahan bahasa Indonesia ke bahasa
Melayu Ketapang. 10 fold tersebut terdiri atas 1 fold sebagai data uji dan 9 fold lainnya akan
menjadi data pelatihan.

M data 1
M data 2

W dsta 3

M data 4
M data 5
M data 6
M data 7
M data 8
M data 9
M data 10

Gambar 3. 4 Hasil data korpus yang telah dipilah sesuai dengan k-fold cross validation

Setiap fold yang telah dibagi akan dinamakan data 1 yang berisi 3 text file yaitu korpus
Bahasa Indonesia, Bahasa Melayu Ketapang dan korpus paralel Bahasa Indonesia-Bahasa
Melayu Ketapang. Pada folder data 1 berisi kalimat 1-500 untuk Bahasa Indonesia, Bahasa
Melayu Ketapang sebagai data uji dan 501-5000 untuk korpus paralel Bahasa Indonesia-
Bahasa Melayu Ketapang sebagai data training. Begitupula folder data 2 berisi 3 text file yaitu
kalimat 501-1000 untuk Bahasa Indonesia, Bahasa Melayu Ketapang sebagai data uji dan 1-
500 dan 1001-5000 untuk korpus paralel Bahasa Indonesia-Bahasa Melayu Ketapang sebagai
data training dan begitu seterusnya untuk folder data selanjutnya.
Menyimpan Korpus pada Google Drive

Korpus paralel yang telah disiapkan sebelumnya akan diunggah ke Google Drive.
Pada penelitian ini akan menggunakan akun Google Drive dengan penyimpanan tanpa batas.
Namun, jika menggunakan akun Google Drive biasa dengan penyimpanan 15 GB nantinya
akan kehabisan ruang penyimpanan karena penelitian ini akan melakukan banyak pembuatan
model NMT yang disimpan di Google Drive
Mengakses program NMT pada Tersorflow

Untuk menerapkan NMT dalam penelitian ini, menggunakan framework deep
learning tensorflow yang sudah tersedia secara open-source pada link berikut:
https://www.tensorflow.org/text/tutorials/nmt_with_attention. TensorFlow juga menyediakan
fitur untuk pengembangan bahasa natural alami (NLP), seperti penghasil dan klasifikasi teks.
Penelitian ini menggunakan layanan penghasil teks, yaitu penerjemahan teks dengan model
sequence-to-sequence, untuk membangun NMT secara open-source. Siapa pun yang tertarlk
dapat bereksperimen dengannya.
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.. Men ajankan Program NMT di Google Colab

Salah satu hal yang perlu diperhatikan saat mengimplementasikan NMT adalah proses
pembangunan model NMT. Menurut penelitian sebelumnya, ada banyak alat yang dapat
digunakan untuk membangun model NMT, seperti OpenNMT dan MarianNMT. Namun,
dengan menggunakan alat ini akan dilakukan secara offline, yang memungkinkan untuk
menggunakan sumber daya perangkat komputer lokal. Secara umum, untuk membangun NMT
dengan alat ini harus memiliki sumber daya perangkat komputer dengan spesifikasi khusus.

Untuk melakukan eksperimen mengenai NMT, layanan Google Colaboratory dapat
diakses secara gratis melalui browser web dan tidak membutuhkan sumber daya perangkat
komputer yang kuat.

Pelatihan dan pengujian model NMT yang telah dilakukan pada penelitian ini diakses
terakhir di bulan Maret 2021 adalah contoh dari pembaharuan rutin yang dilakukan oleh
framework deep learning tensorflow yang menyediakan layanan implementasi NMT. Karena
programnya open-source, penulis dapat mengubah versi awalnya untuk memenuhi kebutuhan
mereka.

Persiapan Data Latih

Pada tahap ini, data latih yang telah diproses akan diunggah pada google drive untuk
dilakukan proses lebih lanjut yaitu memuat data latih, membaca data latih, preprocessing dan
tokenizing, perubahan data latih menjadi data tensor dan pengaturan parameter dan
hyperparameter
Memuat Data Latih

Langkah pertama adalah memuat data latih dengan memasang google drive pada
google colaboratory agar dapat mengakses data latih yang ada pada google drive. Setelah
terpasang, kemudian pindah ke folder yang telah menyimpan data latih yang telah diunggah.
Selanjutnya melakukan pengecekan apakah notebook sudah aktif pada folder tersebut. Kode
program dan outputnya dapat dilihat pada Gambar 3.5

from google.colab import drive

drive.mount('/content/drive")
—Z‘v Mounted at /content/drive

Gambar 3. 5 Menyambungkan google drive ke google colaboratory

¥cd fcontent/drive/MyDrive/Colab MNotebooks/setelah optimasi/data 6/

EE} fcontent/drive/MyDrive/Colab Notebooks/setelah optimasi/data 6

Cek notebook yang digunakan

'pwd

—

=+ [content/drive/MyDrive/Colab Notebooks/setelah optimasi/data 6

[

Gambar 3. 6 Mengecek folder yang akan digunakan
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.. + < . Sebelum data dimuat yang harus dilakukan adalah mengimport library yang
¢ ¢ dlbutuhkan untuk membangun mesin terjemahan jaringan saraf pada framework tersorflow.
koﬁe prégram dapat diliat pada Gambar 3.7 berikut :

‘4 v Memuat Library yang digunakan

.

import tensorflow as tf

from tensorflow import keras

import numpy as np

import matplotlib.pyplot as plt

import matplotlib.ticker as ticker

import unicodedata

import re

import os

import io

import requests

from zipfile import ZipFile

import time

import csv

import pandas as pd

#from sklearn.model_selection import KFold
#from sklearn.model_selection import train_test_split

Gambar 3. 7 Kode program untuk mengimport library yang akan digunakan pada mesin
penerjemah

Setelah mengimport library yang akan digunakan, maka selanjutnya adalah memuat
data pelatihan yang sebelumnya sudah diunggah pada google drive yang telah tersambung
dengan google colaboratory. Memuat data latih dilakukan berdasarkan variabel nama file.
Kode program dapat dilihat pada Gambar 3.8 berikut:

#Read the data

text_file = '"/content/drive/MyDrive/Colab Notebooks/setelah optimasi/data &6/training 6.txt’
lines_raw= pd.read_table(text_file,names=["input', 'target', 'label’'])

lines_raw.sample(15)

Gambar 3. 8 Membaca data latih yang telah di import dari google drive
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¢ ¢ kallmat dari hasil menggunakan data frame dari library pandas yang terdiri dari input, target
dan Iabe* kalimat. Output-nya dapat dilihat pada Gambar 3.9.
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Gambar 3. 9 output dari data latih yang telah di import dari google drive

Membaca Data Latih

Setelah data dimuat dan ditampilkan sample-nya, selanjutnya adalah membaca data
latih dari baris pertama hingga baris terakhir dalam daftar string menggunakan split karakter
pada file untuk mendapatkan baris pertama hingga akhir yang berisi karakter dari tabulator,
lalu disimpan menjadi array. Kode program dapat di lihat pada Gambar 3.10 berikut :

#lines = lines.decode('utf-8')
text_file = "/content/drive/MyDrive/Colab Notebooks/setelah optimasi/data 6/training 6.txt'

with open(text_file) as €
lines = f.read()[:-1]

raw_data = []

for line in lines.split{'\n'):

raw_data.append(line.

print (raw_data[-5:])
print(np.shape(raw_data))

split('\t"))

¥ The last element iz empty, so omit it

raw_data = raw_dataf[:-1]

Gambar 3. 10 Kode Program untuk membaca data latih yang telah di-import dari google
drive

Pre-Processing Data Latih

Setelah data latih dibaca, selanjutnya data latih akan diubah menjadi format yang dapat
dengan mudah dibaca oleh komputer agar efektif dan efisien. Proses ini dikenal dengan+fungsi
unicode_to_ascii yaitu mengubah string ascii menjadi karakter unicode, dan fungsi
preprocessing mengubah semua kalimat menjadi huruf kecil dengan spasi di antara }guruf dan

tanda baca, kecuali huruf "
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‘-,.tlen ‘<end>" untuk akhir kalimat. Sehingga model dapat memahami kapan memulai dan

¢ ¢ gnengakhirkprediksi. Kode program dapat ditunjukkan pada Gambar 3.11 dan Gambar 3.12

beﬁku\t: \

# Mode can be either "train' or "infer’
# Set to 'infer' will skip the training
# URL = "http://www.manythings.org/anki/fra-eng.zip"

MODE = 'train'
text_file = '/content/drive/MyDrive/Colab Notebooks/setelah optimasi/data 6/training 6.txt'
with open(text file) as f:

lines = f.read()[:-1]

def unicode to_ascii(s):

return "'.join(
¢ for ¢ in unicodedata.normalize('NFD', s)

if unicodedata.category(c) != '"Mn')

def normalize_string(s):
s = unicode to_ascii(s.lower().strip())
s = re.sub(r"([1.2])", r'" \1", s)
s = re.sub(r'[*a-zA-Z.12]+', r' ", s)
s = re.sub(r'\s+', r' ", s)

return s

Gambar 3. 11 Kode program untuk pre-processing data

raw_data_id, raw_data ml,raw data_attr = list(zip(*raw_data))
raw_data_id = [normalize string(data) for data in raw_data_id]
raw_data ml_in = ['<start> ' + normalize string(data) for data in raw_data_ml]

raw_data ml out = [normalize string(data) + ' <end>' for data in raw_data ml]

Gambar 3. 12 Sambungan kode program untuk pre-processing data
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< . .

... Tokenizing

« ¢, « Selanjutnya adalah tahap tokenizing. Menyesuaikan urutan angka dari kata-kata ke
dalam drutan numerik dan memberikan angka nol hingga ukuran kalimat terbesar dalam
kosakata adalah fungsi tokenizing. Pastikan setiap rangkaian sama panjang agar dapat dilatih
pada model setelah semua kalimat dalam teks diubah menjadi rangkaian berikutnya. Padding
adalah proses mengubah setiap rangkaian menjadi panjang yang sama. Selain itu, panjang
maksimum urutan dapat dipotong dengan padding ke panjang yang tepat. Selain itu, dapat
digunakan sebagai input/output kosa kata dan tipe padding (‘pre'/‘post’-default: post).
Tokenizer.fit pada text adalah jenis baris data yang dimaksudkan untuk disesuaikan dengan
kelas teks tokenizer yang menggantikan kosakata internal yang didasarkan pada frekuensi kata.
Hasil tokenizing lalu akan disimpan pada pipeline dataset tensor slice dalam tipe data tensor,
Dengan cara ini, elemen sumber data dapat digunakan selama perulangan. di mana ukuran
batch_size untuk membuat pipeline dataset tensor ini adalah 64. Kode program dapat dilihat
pada Gambar 3.13 berikut:

## Tokenization

id tokenizer = tf.keras.preprocessing.text.Tokenizer(filters="")

id tokenizer.fit on_texts(raw_data_ id)

data id = id tokenizer.texts to sequences(raw data id)

data_id = tf.keras.preprocessing.sequence.pad sequences(data id,
padding="post')

ml tokenizer = tf.keras.preprocessing.text.Tokenizer(filters="")

ml tokenizer.fit _on_texts(raw_data ml in)

ml tokenizer.fit on_ texts(raw data ml out)

data ml_in = ml _tokenizer.texts to sequences(raw _data ml _in)
data_ml_in = tf.keras.preprocessing.sequence.pad_sequences(data ml_in,

padding="post')

data ml out = ml_tokenizer.texts to sequences(raw _data ml out)
data ml out = tf.keras.preprocessing.sequence.pad_sequences(data_ml out,
padding="post")

## Create tf.data.Dataset object

BATCH_SIZE = 64
dataset = tf.data.Dataset.from tensor slices(
(data_id, data ml in, data ml out))
dataset = dataset.shuffle(len(data id)).batch(BATCH SIZE)

Gambar 3. 13 Kode program untuk proses tokenizing
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L .“' -
. Positional Encoding
« ¢ Positional encoding menggambarkan input sebagai kumpulan vektor yang diatur.

3021-8209

Pengkodean posisi memberikan informasi awal tentang lokasi token dalam kalimat ke lapisan
model pada proses selanjutnya. Dengan demikian, token akan lebih dekat satu sama lain
berdasarkan kesamaan makna dan posisi setelah pengkodean posisi ditambahkan. Pada output
dapat dilihat hasil pes atau positional encoding sequence shape pada posisi token-nya. Kode
program untuk positional encoding dapar dilihat pada Gambar 3.14 berikut:

## Create the Positional Embedding
""" Compute positional encoding for a particular position
Args:
pos: position of a token in the sequence
model size: depth size of the model
Returns:

The positional encoding for the given token

def positional encoding(pos, model size):
PE = np.zeros((1, model_size))
for i in range(model size):
if i % 2 == @:
PE[:, 1] = np.sin(pos / 10000 ** (i / model size))
else:
PE[:, i] = np.cos(pos / 18088 ** ((i - 1) / model size))
return PE

max_length = max(len(data_id[@]), len(data_ml_in[@]))
MODEL_SIZE 512

pes = []
for i in range(max_length):
pes.append(positional_encoding(i, MODEL_SIZE))

pes = np.concatenate(pes, axis=8)
tf.constant(pes, dtype=tf.float32)

pes

print{pes.shape)
print(data_id.shape)
print({data_ml_in.shape)

Gambar 3. 14 Kode program pada tahap positional encoding

5+ (68, 512)
(4499, 56)
(4499, 68)

Gambar 3. 15 Output dari tahap positional encoding

Masking atau Penyamaran

Proses masking atau penyamaran, berfungsi untuk menutup semua pad token yang ada
dalam kumpulan urutan. Ini dilakukan untuk mencegah model menganggap pad sebagai input,
dan menunjukkan nilai 1 jika token hadir pada posisinya, dan nilai O jika sebaIiRnya. Pada
proses masking juga memiliki fungsi create look ahead mask untuk memorediksi token ket’iga),
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“dima"‘é. yang nantinya akan digunakan hanya token pertama dan kedua Kode program dan
¢ putput‘ pada proses masking dapat dilihat pada Gambar 3.16 berikut:
< &

def create_padding_mask(seq):
seq = tf.cast(tf.math.equal(seq, @), tf.float32)

return seq[:, tf.newaxis, tf.newaxis, :] #(batch_size, 1, 1, seq_len)

x = tf.constant([[7, 6, @, @, 1], [1, 2, 3, @, @], [0, @, @, 4, 5]])
create_padding_mask(x)

Gambar 3. 16 Kode program pada tahap masking

5% <tf.Tensor: shape=(3, 1, 1, 5), dtype=float32, numpy=
array([[[[®., 0., 1., 1., 0.]1]],

(cre., e., e., 1., 1.111,

[(r1., 1., 1., @., a.1]11]1, dtype=float32)>»
Gambar 3. 17 Output pada tahap masking

Encoder

Encoder adalah lapisan pembuat kode, pada arsitektur transformer setiap lapisan
terdiri dari sub-lapisan yang akan dijabarkan sebagai berikut.
Proses Data Latih pada Lapisan Scale Dot Product Attention

Transformer memerlukan tiga input: Q (query), K (key), dan V (value). Dengan
menggunakan faktor akar kuadrat dari kedalaman, perhatian produk titik diskalakan. Ini
dilakukan karena titik bertambah besar produk akan meningkatkan fungsi softmax dengan
gradien kecil yang menghasilkan softmax yang keras. Mask dikalikan dengan c-1e9, yang
mendekati infinity negatif. Ini dilakukan karena mask ditambahkan dengan perkalian matriks
skala Q dan K dan diterapkan sebelum softmax. Tujuannya adalah untuk menghilangkan sel-
sel ini, dan keluaran memiliki masukan negatif besar ke softmax yang mendekati nol. Kode
program untuk proses data latih pada lapisan scale dot product attention dapat dilihat pada
Gambar 3.18 berikut.

def scaled_dot_product_attention(q, k, v, mask):

matmul_qk = tf.matmul(q, k, transpose b=True) #(..., seq_len_q, seq_len k)
# scale matmul gk

dk = tf.cast(tf.shape(k)[-1], tf.float32)

scaled_attention_logits = matmul gk / tf.math.sqrt(dk)

# add the mask to the scaled tensor.

if mask is not None:

scaled_attention_logits += (mask * -1e9)
# softmax is normalized on the last axis (seq_len_k) so that the scores
# add up to 1.
attention_weights = tf.nn.softmax(scaled_attention_logits, axis=-1) # (..., seq_len_gq, seq_len_k)
output = tf.matmul{attention_weights, v) ¥ (..., seq len_g, depth_v)

return output, attention weights

Gambar 3. 18 Kode program pada tahap scale-dot attention

318 | Page




6) 4 (1): 305-327 Scientica 3021-8209

Jurnal limiah Sain dan Teknologi

« * kepada Q. Hasilnya mewakili perkalian bobot perhatian dan vektor VV memastikan bahwa token
yan‘g i‘n difokuskan disimpan apa adanya dan token yang tidak relevan dihilangkan.

<
. def print_out(q, k, v):
temp_out, temp_attn = scaled dot_product_attention(
q, k, v, None)
print('Attention weights are:')
print(temp_attn)
print('Output is:')
print(temp_out)

np.set_printoptions(suppress=True)

temp_k = tf.constant([[18, @, @],
[e, 1o, @],
[e, @, 18],
[@, @, 18]], dtype=tf.float32) # (4, 3)

temp_v = tf.constant([[1, @],
[1e, @],
[1ee, 5],
[1000, 6]], dtype=tf.float32) # (4, 2)

# This "query  aligns with the second "key™,

# so the second “value  is returned.

temp_q = tf.constant([[®, 18, 8]], dtype=tf.float32) # (1, 3)
print_out(temp_q, temp_k, temp_v)

# This query aligns with a repeated key (third and fourth),

# so all associated values get averaged.

temp _q = tf.constant([[@, @, 10]], dtype=tf.float32) # (1, 3)
print_out(temp q, temp k, temp v)

# This query aligns equally with the first and second key,

# so their values get averaged.

temp_q = tf.constant([[16, 18, @]], dtype=tf.float32) # (1, 3)
print_out(temp q, temp k, temp v)

temp_q = tf.constant([[@, @, 10],

[e, 1le, e],

[18, 10, 8]], dtype=tf.float32) # (3, 3)
print_out(temp q, temp k, temp v)

Gambar 3. 19 Residual lapisan normalisasi pada scale-dot attention
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t output dari kode program dari Gambar 3.19 diatas.

Attention weights are:

tf.Tensor([[@. 1. @. B8.]], shape=(1, 4), dtype=float32)
Output is:
tf.Tensor([[106. ©.]], shape=(1, 2), dtype=float32)
Attention weights are:
tf.Tensor([[@. ©. 8.5 8.5]], shape=(1, 4), dtype=float32)
Output is:
tf.Tensor([[550. 5.5]11, shape=(1, 2), dtype=float32)
Attention weights are:
tf.Tensor([[@.5 8.5 8. 8. ]], shape=(1, 4), dtype=float32)
Output is:
tf.Tensor([[5.5 ©. 1], shape=(1, 2), dtype=float32)
Attention weights are:
tf.Tensor(

[[e. @. ©.5 8.5]

[e. 1. ©. ©. ]

[0.5 @.5 8. B. ]], shape=(3, 4), dtype=float32)
Output is:
tf.Tensor(

[[556.  5.5]

[ 16. ©. ]

[ 5.5 8. ]], shape=(3, 2), dtype=float32)

Gambar 3. 20 Output pada tahap scale-dot attention

Proses Data Latih pada Multi-head Attention

Setiap blok multi-head attention menerima tiga masukan: Q(query), K(key), dan
V(value). Sebelum fungsi multi-head attention, ini diletakkan melalui lapisan dekat atau padat.
Kode berikut diimplementasikan menggunakan lapisan linear padat dengan jumlah heads.
Kemudian, hasilnya diubah ke bentuk batch, jumlah kepala, sebelum diterapkan dalam lapisan
multi kepala. Untuk efisiensi, fungsi perhatian produk yang diskalakan diterapkan dalam satu
panggilan. Dalam langkah perhatian, lapisan penyamaran yang sesuai harus digunakan.
Keluaran perhatian untuk setiap kepala harus diubah dengan tf.transpose dan tf.reshape, dan
kemudian dimasukkan melalui lapisan dense akhir. Multi head attention menjalankan semua
delapan kepala perhatian di setiap lokasi dalam urutan. Ini mengembalikan vektor baru dengan

panjang yang sama di setiap lokasi dalam urutan. Kode program dapat dilihat pada Gambar
3.21 berikut,
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lass MultiHeadAttention(tf.keras Model):

def _ init_ (self, model _size, h):

super(MultiHeadAttention, self). _Init_ ()
¢ e self key_si170 = model _size //
M self h =k

self.ug ~ tf keras. layers.Dense{oodel _siz #[tf . keras. layers.Dense( y_size) for _ in range(h)]

self.wk = tf . keras. layers. Dense{model size) #[tf keras. layers.Dense( ze) for in range(h)]

self.uv « tf.kerac.layers.Denso{model _size) #[tf.keras.layers.Dense(value_size) for _ in range(h)]

T o N n

se1F .m0 = tF, keras, layers, Dense(nodel_si

def calllself, decoder output, encoder output, mask=Nane)

query = self.wgl(decoder output)
koy = self.wk(encoder_outpat)

value =« self. wlencoder_output)

2 Split for multihead attention

batch size = query.shapel@)

quary = tf.reshape(query, [Dn;l::::c, -1, self.h,
query = tf.transpose(query, [@, 2, 1, 3])
[batch_size, -1, self.h, self.key_size])

self.koy_size])

koy = tf.reshape(s
key = of, transpe ey, (@, 2, 1, 3)])
veluw = tF reshape(value, [batch_size, -1, self.h, self kay size])

value = tf transpose{value, (8, 2, 1, 3))
score » tf.mateul(guery, key, transpose_b=True) / tf.math.sqrt(tf.dtypes.cast(self.key_size, dtype~tf.float32))

if musk 15 not None
oce "= mask

score = tf . where(tf.equal(score, 0), tf.ones like(score) * -1e9, score)

alxgnncnt « tf.nn.softmax(score, sxis+-1)
context « tf matsul(aligrment, value)
text, [0, 2, 1, 3])

, [batch_size, -1, self.key_size * self.h])

context = tf, Lranspos

context = T, reshape(contex

heads » self.wo(context)
# heads has shape (batch, decoder len, model size)

retern heads, alignment

tenp_she = MultiteadAttention(512, B) & nodel_size & head (h)
y = tf.randos unlfore({1, 68,6 512)) & (dbatch_size, encoder_seguence, d_model)
out, attn = tesp nhaly, y, None)

out, shape, attn.shape

Gambar 3. 21 Kode program pada tahap multi-head attention

Berikur output yang dihasilkan dari fungsi multi-head attention dapat dilihat pada
Gambar 3.22

3% (TensorShape([1, 68, 512]), TensorShape([1, 8, 68, 68]))

Gambar 3. 22 Output dari tahap multi-head attention

Encoder-Decoder layer Attention

Keluaran dari setiap lapisan adalah LayerNorm(x+sublayer(x)). Normalisasi
dilakukan pada d_model dan N lapisan encoder di transformer.
Proses Encoder layer Attention

Meskipun topologi semua encoder sama, bobot untuk setiap lapisan tidak dibagi.
Vaswani (2017) menyatakan bahwa encoder memiliki N = 6 lapisan, 8 lapisan head, dan 1024
ruang dimensi. Dalam penelitian ini, hyperparameter diubah menjadi lebih kecil agar relatif
lebih cepat selama pelatihan. Proses pembuatan encoder ini menggunakan masukan
embeddings, positional encoding, dan lapisan encoder N. Masuk ke lapisan encoder melalui
embeddings yang digabungkan dengan positional encoding sebelum masuk ke lapisan
berikutnya. Teks dikonversi menjadi vektor angka berkat penggabungan ini. Keluarannya
dijadikan masukan ke lapisan encoder. Dua sublapisan encoder di setiap lapisan terdiri garj
mekanisme self-attention multi-head dan jaringan feed forward sederhana yang sepenuhnya »
bergantung pada posisi. Dengan menggunakan koneksi residual di masing-masing sub-l.ew; :
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normalisasi akan dilanjutkan. Oleh karena itu, output encoder ini dimasukkan ke tahap

<

are 1[31(Ffn 4n})

H=8
NUM_LAYERS
vocab_size = len{id_tokenizer.word_index) + 1
ml_vocab_size = len({ml_tokenizer.word_index) + 1
id_vocab_size = len(id_tokenizer.word_index) + 1

]
s

encoder = Encoder(vocab_size, MODEL_SIZE, NUM_LAYERS, H)
print(vocab_size)
sequence_in = tf.constant([[1, 2, 3, @, @1])

encoder_output, _ = encoder(seguence_in)
encoder_output.shape

Gambar 3. 23 Kode program pada tahap encoder layer attention

Berikut output yang dihasilkan dari kode program pada Gambar 3.23

59185
Tensorshape([1, 5, 512])

Gambar 3. 24 output pada tahap encoder layer attention S

.

Proses Decoder layer Attention ) ¢

>
Decoder adalah tahap yang menghasilkan keluaran berupa prediksi atau kemun‘gkwnan > ?
kata tergantung pada prosedur yang telah dilakukan pada setiap time_step. Embeddi ’
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‘pOSit nal encoding, dan N decoder layers adalah tiga output dari proses decoding ini. Setiap
sub-lapisan_ memiliki koneksi residual, yang diikuti oleh lapisan normalisasi (Vaswani et.al.,
§0I7), Sub-lapisan perhatian diri tumpukan decoder telah diubah untuk mencegah posisi yang
telah ditetapkan sebelumnya berpindah ke posisi berikutnya. Token dimasukkan ke dalam
kalimat sasaran melalui embeddings, yang kemudian digabungkan dengan positional encoding.
Lapisan decoder menerima masukan dari output penjumlahan lapisan encoder. Embeddings
berfungsi sebagai representasi token dalam ruang d-dimensi. dimana token yang memiliki arti
yang sama ditempatkan dalam kelompok yang sama. Embeddings tidak mengkodekan posisi
token dalam kalimat. Namun, berdasarkan kesamaan makna dan tempatnya dalam kalimat,
token akan lebih dekat satu sama lain dalam ruang d-dimensi berdasarkan positional encoding.
Variabel bot sub_out dan mid_sub_out menyimpan masukan dari penjumlahan melalui
embeddings yang terpisah menjadi dua lapisan vektor perhatian. Vektor lapisan yang dihasilkan
dari penggabungan kedua lapisan ini dimasukkan ke lapisan feed forward network yang
bergantung pada posisi. Setelah itu, lapisan di masing-masing dari dua sublapisan akan
dinormalisasi dengan menggunakan koneksi residual. batch_size, target_seq_len, dand_model
adalah bentuk keluaran perhatian decoder. Kode program pada proses decoder dapat dilihat
pada Gambar 3.25 berikut.

" (lass for the Decoder
Args:

model_size: d_model in the paper (depth size of the model)
nun_layers: number of layers (Multi-Hesd Attention + FAN)
h: number of attention heads
enbedding: Embedding layer
enbedding dropout: Dropout layer for Embedding
attention_bot: array of bottom Multi-Head Attention layers (self attention)
attention_bot_dropout: array of Dropout layers for bottom Multi-Head Attention
attention_bot_norm: array of LayerNorm layers for bottom Multi.Meoad Attention
attention _mid: array of middle Multi-Head Attention layers
attention_mid_dropout: array of Dropout layers for middle Multi-Mead Attention
attention _mid norm: arrcay of LayerNorsm layers for middle Multi-Head Attention
dense 1: array of first Dense loyers for FFN
dense_J2: array of second Dense layers for FFN
ffn_dropout: array of Dropout layers for FFN
ffn_norm: array of LayerNorm layers for FFN

dense: Dense layer to compute final output

class Decoder(tf. keras Model):

def __init_ (self, vocab_size, model_size, mum_layers, h):
super(Decoder, self). init_ ()
self.model_szize = model_size
self.num_layers = mum_layers
self.h » h
self . enbedding « tf.keras.layers.Enbedding(vocab_size, model _size)
selt.embedding dropout = tf. keras.layers,Dropout(9.1)
self . attention_bot « [MultiHeadAttention(model_size, h) for _ in range{num_layers)]
self.attention_bot _dropout = [tf.keras,layers.Dropout(6.1) for in range(num_layers)]
self. attention_bot_norm = [tf, keras.layers.LayerNornalization |
epsilon«le-6) for in range(nun_layers)]
self.attention mid = [MultiHeadAttention(model size, h) for in range(num layers)]
self.attention_mid_dropout = [tf. kerass.layers.Dropout(8.1) for _ in range(num_layers)]
self,.attention mid norm = [tf, keras. layers. LayerNornalization(

epsilon=1e-6) for _ in range(num_layers)]

self.dense 1 = [tf.keras.layers. Dense(

MODEL_SIZE * &, activation='relu’) for _ in range{num_layers)]
self . dense_2 = [tf keras.layers.Dense{

model_size) for _ in range(num_layers))
solf.ffn_dropout = [tf keras.layers.Dropout(8.1) for _ in range{num_layers)]
self.tfn_norm = [tf keras.layers. layerNormalization(

epsilon=le-6) for _ in range{num_layers) )

self.dense = tf keras, layers.Dense(vocab_size)
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*_ « ¢ Berikut ini merupakan analisis hasil pengujian yang telah dilakukan:

1. © Péngujian otomatis dengan metode penambahan jumlah epoch secara konsisten 10
epoch, dimulai dari epoch 50 hingga epoch 90 dengan 500 korpus kalimat uji dan 4.500
korpus kalimat latih yang digunakan pada pengujian pertama sampai pengujian kelima,
kemudian didapatlah nilai akurasi dari kedua jenis korpus paralel yang menunjukkan
nilai tertinggi berdasarkan nilai skor BLEU vyaitu pada korpus sebelum optimasi
menghasilkan akurasi 45,04% pada epoch 70, sedangkan pada korpus setelah optimasi
menghasilkan akurasi 51,31% pada epoch 60.

2. Pada pengujian berdasarkan jumlah epoch, dapat dilihat jumlah epoch sangat
mempengaruhi hasil terjemahan pada kedua jenis korpus paralel dan juga mempengaruhi
jumlah kalimat yang dapat diterjemahkan.

3.  Pada pengujian berdasarkan k-fold cross validation, sebelumnya dapat dilihat jumlah
epoch 70 memberikan akurasi terbaik pada korpus sebelum optimasi sedangkan jumlah
epoch 60 memberikan akurasi terbaik pada korpus setelah optimasi, sehingga jumlah
epoch tersebut akan diterapkan pada kedua model NMT, yang masing-masing akan
dilakukan pengujian berdasarkan k-fold cross validation. Hasil nilai rata-rata k-fold cross
validation adalah 41,56% untuk korpus sebelum optimasi dan 44,95% untuk korpus
setelah optimasi. Peningkatan rata-rata nilai akurasi kurang lebih sebesar 8,15%.

4.  Pada pengujian yang dilakukan oleh Siti Tirta Dinar (2020) menggunakan mesin
penerjemah statistik, menggunakan metode optimasi korpus mendapatkan peningkatan
rata-rata nilai BLEU sebesar 4%. Dengan Sistem baseline menghasilkan rata-rata nilai
BLEU sebesar 61,25%. Sistem korpus setelah optimasi menghasilkan rata-rata nilai
BLEU sebesar 63,70%. Sedangkan pengujian ini dengan menggunakan Neural Machine
Translation dengan metode yang sama hanya bisa mencapai rata-rata nilai akurasi
sebesar adalah 41,56% untuk korpus sebelum optimasi dan 44,95%.

Kesimpulan dan Saran
Kesimpulan

Berdasarkan hasil analisis dan pengujian yang sudah dilakukan dapat diambil
kesimpulan sebagai berikut:

1. Berdasarkan pengujian dengan metode penambahan jumlah epoch secara konsisten, jenis
korpus terbaik adalah korpus yang telah dioptimasi dengan nilai akurasi sebesar 51,13%
tanpa out-of-vocabulary (OOV) pada epoch 60 dan korpus sebelum optimasi dengan nilai
akurasi 45,04% pada epoch 70 tanpa OOV.

2. Berdasarkan pengujian k-fold cross validation menunjukkan korpus setelah optimasi
memiliki nilai akurasi diatas korpus sebelum optimasi pada seluruh data uji dengan nilai
rata-rata akurasi sebesar 44,95% tanpa OOV sedangkan 41,56% tanpa OOV pada korpus
sebelum optimasi. Terdapat selisih nilai akurasi sebesar 3,39%, sehingga membuat
metode optimasi korpus terbukti dapat meningkatkan rata-rata nilai akurasi.

3. Peralihan mesin penerjemah dari penelitian sebelumnya yaitu milik Siti Tirta Dinar
(2020) terbukti bahwa mesin penerjemah statistik memiliki rata-rata nilai akurasi yang
lebih tinggi yaitu sebesar 61,25% untuk korpus sebelum optimasi dan korpus setelah
optimasi menghasilkan rata-rata nilai BLEU sebesar 63,70% dengan peningkatan rata-
rata nilai BLEU sebesar 4%. Sedangkan untuk Neural Machine Translation hanya
mendapatkan rata-rata nilai akurasi sebesar 44,95% untuk korpus setelah optimasi dan
41,56% untuk korpus sebelum optimasi dengan peningkatan rata-rata nilai akurasi
kurang lebih sebesar 8,15%. Keduanya diuji dengan menggunakan jumlah korpus dan
metode yang sama yaitu 5000 korpus paralel bahasa Indonesia dan bahasa Melayu
Ketapang dan menggunakan metode optimasi korpus.
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. Sara
< Adapun saran yang dapat diberikan sebagai pengembangan dari penelitian ini adalah :

1" . Jumlah epoch dalam pelatihan model NMT mempengaruhi nilai akurasi hasil
terjemahan tetapi tidak mempengaruhi jumlah kalimat yang dapat diterjemahkan,
karena kuantitas dan kualitas korpus data latihlah yang berkontribusi pada kosakata
model NMT, sehingga perlu dilakukan penelitian lebih lanjut untuk mengatasi kalimat
yang tidak dapat diterjemahkan karena dianggap memiliki kata yang tidak diketahui
(unknown word) yang disebabkan kata tersebut tidak terdaftar di dalam kosakata data
latih.

2. Selain penggunaan korpus teks paralel bahasa sumber dan bahasa target dalam
pelatihan, perlu juga memanfaatkan kamus diluar korpus seperti kamus tesaurus bahasa
indonesia yang bisa dijadikan bahan untuk mengatasi OOV yang sering ditemukan pada
mesin penerjemah, sehingga dapat meningkatkan akurasi yang dihasilkan.

3. Perlunya penelitian lebih jauh dengan menggunakan metode lain, arsitektur lain
maupun bahasa lainnya sehingga dapat mengetahui lebih jauh perbandingan antara
kedua mesin yang telah diuji pada penelitian ini yaitu Neural Machine Translation dan
mesin penerjemah statistik.
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